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• Later layers are higher level
• Split along frozen layers 

(102)
• Unlike cloud offloading (e.g. 

EdgeML), also need to 
consider “computation 
balance” (Chao et al., 2020, 
100)



(They compress to 8 bits without significant fidelity loss)



𝑠: task
𝛼𝑠, 𝛽𝑠, 𝛾𝑠 ∈ [0, 1]: user 
parameters, 𝛼𝑠 + 𝛽𝑠 +
𝛾𝑠 = 1
𝑚𝑠: candidate model 
(frozen layers and model 
type for task s)
𝑚𝑠

1, 𝑚𝑠
2 : splitting 𝑚𝑠 in 

two parts
𝑢𝑠
𝑘: device k utilization %

𝑢
𝑚𝑠

1
𝑘1 , 𝑢

𝑚𝑠
2

𝑘2 : device 

utilization % of a model



(MinMaxCost: Minimizes max task’s cost)

C1: Get data from video 
source
C2: Filter out frames without 
faces
C3: Collect results 
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Experiment Setup

• Starting from mobileNetV2 and resNet50V2 
• Tasks: Gender, Emotion, Age
• For each task, train group of CNNs with different starting point and frozen layers
• For each CNN, split at different points

• Profile on Android phone

• Run on Helmet camera (Yi R), four Android phones (Essential) and a 
wireless manpack

• Vary values of 𝛼𝑠, 𝛽𝑠, 𝛾𝑠 (prioritizing accuracy, latency, throughput) for 
AVMP

• Compare to other strategies:
• Pure Sharing Strategy (PSS): shared layers, single device
• Pure Offloading Strategy (POS): no shared layers, multiple devices



AMVP makes tradeoff between accuracy, latency, and throughput based on user preference at runtime



-1: bandwidth is 1Mbps
• Better latency for Emotion and Age
-50: bandwidth is 50Mbps

-no: Only AMVP running on device
• 8% shorter latency than PSS
• around 6% shorter latency than POS
-wl: Other resource-intensive processes running on device
• 61% shorter latency than PSS and POS
• 10% higher throughput than PSS and POS





Positive and Negative Points

• Positive:
• Implemented and tested AMVP

• Context and limitations of AVMP

• Comparison against other strategies

• Negative:
• No evaluation of energy consumption

• Sending features might be more costly than running on one device



Questions

• Can the profiling step scale for many devices/models?

• Is this model generally applicable to many situations?
• Limited set of models and devices

• No connection to the cloud


