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ABSTRACT
Today’s Industrial IoT (IIoT) applications often employ large-scale
and dense sensor deployments for environmental monitoring. A
hierarchical Bluetooth Low Energy (BLE) based architecture can fa-
cilitate power efficiency and reliability for data collection in dense
networks. But if the network is static with fixed parameter set-
tings, it can not be adaptable to dynamic application requirements.
Although BLE is a parametric protocol, it does not provide any built-
in feature for parameter tuning. To achieve network adaptability,
we introduce and design SoftBLE, a Software Defined Network-
ing (SDN) framework that provides controllability for BLE based
2-tier networks. It takes advantages of advanced control knobs re-
cently available in BLE protocol stacks. SoftBLE is complemented
by two orchestration algorithms to optimize gateway and sensor
parameters. Evaluation results from both an experimental testbed
and a large-scale simulation study show that almost all the SoftBLE
sensors can save around 70% of transmission power while keeping
Packet Reception Rate (PRR) above 99.9%.
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1 INTRODUCTION
Environmental and process monitoring are emerging as key ap-
plications in many IIoT networks, from water quality assessment
in agriculture [26], bridge displacement monitoring [13], smart
power [8], and malfunction detection in industrial plants [32], to
efficient thermal management in smart buildings [9] and data cen-
ters (DCs) [15]. Most of these monitoring applications require dense
and/or on-demand installation of thousands of wireless sensors in
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Figure 1: A 2-tier IoT Network for DC monitoring. Thermal
sensors are instrumented in the front and back of servers in
a DC. Measured data are sent to the controller first via BLE
to the gateways and then through Ethernet to the controller.
Control packets are disseminated in reverse from the con-
troller via the gateways to the sensors.

target environments. For example, in a DC ambient air monitoring
system (Figure 1), sensors that are installed in the front and back of
servers, can have a density as high as 100 sensors per meter cube.

Due to limited wireless bandwidth, in absence of efficient coop-
eration or a wired backbone in a hierarchical topology, it is well
known that individual sensor’s goodput in a dense network with
a single sink decreases with the number of sensors 𝑛 according
to Θ

(
1
𝑛

)
[34]. Thus, recent successful solutions to DC monitor-

ing ([15] and [7]) employ 2-tier networks where multiple backbone
nodes (gateways) connected through wires in the second tier gather
data from sensors in the first tier. Battery-powered sensors com-
municate with the gateways through low-power wireless radios
such as ZigBee, BLE or LoRA for better power conservation and
low deployment costs.

Among competing short-range RF technologies, BLE has gained
popularity due to its low power consumption and wide availabil-
ity [15]. To avoid the overhead of connection establishment and
tear down for short messages, many BLE based monitoring systems
adopt connection-less advertising modes for sensor data collection.
However, legacy advertising of BLE is proven to be unscalable in
neighbor discovery if used haphazardly [25]. Even with recent im-
provements such as BLE mesh or periodic and extended advertising,

221

https://doi.org/10.1145/3450268.3453527
https://doi.org/10.1145/3450268.3453527
https://doi.org/10.1145/3450268.3453527


IoTDI ’21, May 18–21, 2021, Charlottesvle, VA, USA Mehdi Jafarizadeh, Xingzhi Liu and Rong Zheng

the scalability problem persists [27]. The root cause is that there
is no one-size-fit-all fixed BLE parameter settings for all applica-
tions or deployment environments. It is important to be able to
configure and adapt BLE parameters both during deployment and
at operational time.

Beside common configurable parameters such as advertising
intervals and power levels, major BLE vendors (e.g., TI and Nordic)
recently enable more agility in their protocol stacks by introducing
tunable advertising and scanning channels. Some research works
have studied the effects of these parameters on neighbor discovery
[19, 21, 25], or tried to improve the overall network performance
by tuning one of them [6, 20, 28]. Unfortunately, to the best of
our knowledge, there has not yet been a generic framework that
facilitates run-time optimization of BLE advertising parameters
based on network conditions, traffic loads, and application-defined
performance requirements. To bridge this gap, we propose SoftBLE,
a SDN based framework. SDN is attractive for BLE-based moni-
toring networks since it allows optimizing network parameters
via a central controller, and avoids the complexity of reaching a
consensus in distributed systems.

The operations of SoftBLE over a 2-tier BLE-base IoT network
are highlighted in Figure 1. The first tier provides communication
between sensors and BLE gateways, and the second tier connects
the gateways to a central controller via reliable wired links. SoftBLE
enables separation between a control plane, which is responsible
for provisioning the sensors, and a forwarding plane, which routes
the measurements from provisioned sensors. To facilitate gateway
orchestration, we formulate an integer programming problem and
propose an efficient heuristics solution. For sensor orchestration,
we first develop analytical models to characterize the relationships
between key performance metrics such as PRR and power consump-
tion, and control parameters in 2-tier networks. The models are
utilized in finding the optimal scanning and advertising parame-
ters that minimize sensor power consumption subject to reliability
constrains.

The main contributions of this work are two-fold:

(1) An SDN control plane is designed as an overlay on a two-tier
forwarding plane for BLE IoT networks.

(2) Two orchestration algorithms are proposed to optimize the
scanning parameters on the gateways and the advertising
parameters on the sensors based on run-time measurements.

SoftBLE has been implemented and evaluated using devices
equipped with TI cc2640r2 MCU chips. A 48-sensor, 2-gateway
testbed has been deployed in a 11m-by-8m laboratory. Experiments
show that SoftBLE outperforms baseline approaches in both PRR
and power consumption. To further evaluate its scalability, we have
implemented SoftBLE in the OMNET++ network simulator. The
new SDN based orchestration schemes can save up to 70% energy
while maintaining at least 99.9% PRR in a network of 2500 sensors.

In the rest of the paper, after necessary background on BLE in
Section 2, the design of the SDN framework and the details of the
control plane are presented in Section 3 and 4 respectively. It is
followed by the details of the proposed orchestration algorithms for
the gateways and the sensors in the sections 5 and 6 respectively.
Finally, evaluation results are presented in Section 7, and related
works are reviewed in Section 8. We conclude the paper in Section 9.

Initiating Standby Advertising
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Unprovisioned
Sensors

Provisioned 
Sensors
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Figure 2: BLE protocol stack.

2 BACKGROUND
In this section, we review the basics of the BLE protocol that are
crucial to the design of SoftBLE.

2.1 BLE Protocol Stack
As shown in Figure 2, BLE protocol stack is comprised of two
major divisions:Host at the top and Controller underneath. The host
layer includes components like Generic Access Profile (GAP) and
Generic Attribute Profile (GATT). Those components are mainly
responsible for organizing the profiles and defining the role of a
BLE device. Based on its GAP profiles, any BLE device prior to
connection establishment is assigned a role that is either peripheral
or central. Peripheral devices, such as sensors, advertise their data,
while central devices, such as gateways, scan for the advertisers.
The host layer is connected to the controller through Host-Control
Interface (HCI). In the lower half of the stack, the controller provides
interoperability betweenHCI and radio hardwares by implementing
a physical layer a link layer.

In the link layer, a BLE transmitter can transit in five different
states (Figure 2-LL): Standby, Advertising, Scanning, Initiating, and
Connected. Three states happen in our base solution. Sensors peri-
odically switch between Advertising and Standby, while gateways
are always in the Scanning state. Connection states are omitted to
keep the protocol lightweight and power-efficient.

BLE physical layer has the same data rate (1Mbps) and the same
modulation (Gaussian Frequency Shift Keying (GFSK)) as conven-
tional Bluetooth at the basic rate. Also, like its predecessor, BLE’s
Radio Frequency (RF) channels are in the ISM 2.4-GHz band. But,
unlike 79 channels in Bluetooth, BLE uses 40 channels, 3 for adver-
tising, and 37 for connections.
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Figure 3: The time line of advertising ADV_SCAN_IND packets to an active scanner.

2.2 PDU Types of BLE Advertising Packets
Every BLE packet PDU contains two-byte header representing its
type code, followed by 6 bytes of advertising address and 0 to 31
bytes of data. In our solutions, an advertising packet PDU is of one
of the following three types:

ADV_IND (code 0000b) declares that the advertiser accepts
connection requests.

ADV_SCAN_IND (code 0110b) declares that the advertiser
accepts scan requests.

ADV_NONCONN_IND (code 0010b) declares that the adver-
tiser is just broadcasting and not listening for any connection
or scan requests.

An active scanner responds to advertisers with the following
packet types accordingly:

CONNECT_REQ (code 0101b) is a connection request identi-
fier in response to ADV_IND advertisers.

SCAN_REQ (code 0011b) is a scan request identifier in re-
sponse to ADV_SCAN_IND advertisers. The PDU of this
packet is fixed and only includes 6 bytes for the responded
advertiser’s address.

2.3 BLE Legacy Advertising
Legacy advertising in BLE is a scheduled and regular process. At
the end of each Advertise Interval (𝑇𝑎𝑖 ) after a relatively small ran-
dom delay (𝑇𝑟𝑑 ), advertisers broadcast their data on the primary
advertising channels, namely, channels 37 – 39 by default. Recent
TI and Nordic BLE devices allow selective advertising on an arbi-
trary subset of the three primary channels, and the information is
stored in a Advertising Channel Map. In addition to the Advertise
Interval, and Advertising Channel Map, other parameters that can
be configures on a BLE advertiser at run-time include BLE address,
and TX power level. Every BLE advertiser has a 6-octet address,

which is exposed in BLE packet PDUs. By default, this field rep-
resents the MAC address of the device. However, depending on
application requirements, it can be set to three other types of ad-
dresses, including Random Static(RS), Random Private Resolvable
(RPR), or Random Private Non-Resolvable (RPNR). The last case is an
application-defined number, which can be set to an arbitrary value.
TX power can be set to one of 13 predefined levels: {-21,-18,-15,-
12,-9,-6,-3,0,1,2,3,4,5}dBm. The default TX power is 0dBm in most
devices.

A BLE scanner listens to each channel in its Scanning Channel
Map for a length of time defined by Scan Window (𝑇𝑠𝑤 ), and at the
end of the Scan Intervals(𝑇𝑠𝑖 ) switches to the next channel in the
map. Scanning Channel Map by default includes all three primary
channels, but similar to Advertising Channel Map in advertisers,
it can be configured to any arbitrary subset of them. If the length
of 𝑇𝑠𝑤 and 𝑇𝑠𝑖 are equal, channel switching happens immediately
with a relatively short gap. A scanner can be either active or pas-
sive. If it is passive, it only monitors and discovers advertisers in
its neighborhood. An active scanner, on the other hand, responds
to the ADV_IND or ADV_SCAN_IND advertisements with CON-
NECT_REQ and SCAN_REQ packets, respectively. In both cases,
the discovery of an advertiser and the possible SCAN_RSP are re-
ported to the host using a callback function. A BLE scanner can be
configured to respond only to advertisers whose addresses are in
its whitelist. Figure 3 shows the timeline of packet transmissions
between an ADV_SCAN_IND advertiser, and an active scanner.

3 SDN FRAMEWORK COMPONENTS
Network traffics in SDN are made up of network flows. Each flow
is defined in RFC 3697 as a sequence of packets with specific source
and destination(s). In the forwarding plane, an end-user gener-
ates flows based on its predefined schedule and settings, and SDN
switches redirect the flows based on their flow routing tables. These
tables are defined by the controller, which may collocate with the
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Figure 4: The components of SDN framework in a SoftBLE.

switches or run in a separate device (called detached). In either case,
the process of orchestration consists of three parts: information
building, decision making, and rule dissemination.

Information building aims to gather flow statistics from SDN
switches. Decision making generates updates for flow table entries
and end-user settings using orchestration algorithms. Rules dis-
semination is the process of broadcasting the updates via control
command packets to switches and edge devices.

SoftBLE, as shown in Figure 4, is based on the detached controller
design with the following SDN elements:

End Users are the sensor nodes. They are inUnprovisioned state
initially and only advertise Provision Requests. When a suf-
ficient number of requests from a sensor are collected, its
advertising parameters will be orchestrated by the controller
and disseminated through the gateways. Upon successful
delivery and configuration of the parameters on a sensor, its
state is changed to Provisioned. A sensor starts sensing and
advertising its measurements only when it is provisioned.

Flows are the sensor measurements generated at the begin-
ning of each duty cycle. Flow settings consist of the BLE
parameters assigned to every flow, including the Advertising
Channel Map and TX power of a sensor. These parameters
are defined during sensor provisioning in the control plane.

SDN Switches are the BLE gateways. Each gateway is assigned
to a group of sensors by the controller. Its flow routing table
contains a BLE scanning whitelist, which includes the RPNR
addresses of sensors assigned to the gateway. The scanning
channel map of a gateway is also stored in the flow table.

SDN Controller is a central computer connected to the gate-
ways via a reliable network such as Ethernet.

The forwarding plane in SoftBLE is the same as the reliable -
Scannable Connectionless (SCL)- mode in Low Energy Monitoring
Network (LEMoNet) [15]. Provisioned sensors wake up at the be-
ginning of each duty cycle, read their measurements, and advertise
their measured data in ADV_SCAN_IND packets. The advertise-
ments are acknowledged by SCAN_REQ packets upon successful
receptions; otherwise, they will be re-transmitted at most 𝑅 times.
Other than advertising time, the sensors are in Standby mode. All

legacy advertising intervals are fixed in the forwarding plane of Soft-
BLE. Advertising interval of every sensor,𝑇𝑎𝑖 , is set to its minimum
value to reduce latency and scanning interval of every gateway,𝑇𝑠𝑖 ,
is set to its maximum value to reduce gap blind times. Note that
sensor duty cycles are application-dependent, and are independent
of𝑇𝑠𝑖 . When its duty cycle is more than𝑇𝑠𝑖 , a sensor will remain in
Standby mode and skip the respective advertisement(s).

4 CONTROL PLANE
The basic responsibility of the control plane is to provision newly
installed sensor devices in batches or to re-provision any sensor that
was temporarily disconnected. Batch provisioning in the control
plane runs on top of the forwarding plane and consists of three
steps:

Information building: The controller extracts the Received
Signal Strength (RSS) of Provision Requests, advertised in
ADV_IND packets from new sensors to gateways. The infor-
mation is stored in an observation matrix.

Gateway Orchestration: The controller determines which
advertising channels gateways scan. (Section 5)

Sensors orchestration determines and configures the TX power
and advertising channel map of the sensors, and conse-
quently the whitelists of gateways (Section 6).

The results of orchestrations are disseminated to all gateways
reliably, and to each sensor through a connection from its closest
gateway. Multiple connections can be established from all gate-
ways at the same time, which allows parallel and fast parameter
dissemination. Furthermore, to reduce the number of entries in a
gateway’s whitelist, all sensors assigned to the same set of gateways
are clustered and are given the same RPNR address. Thus, only one
address is inserted in a gateway’s whitelist per cluster.

4.1 Provisioning Timeline
The detailed message exchanges in different stages of SoftBLE are
shown in Figure 5. The timeline of the provisioning process has 7
steps:

(1) Observation matrix is constructed based on RSS of the col-
lected provision requests.

(2) A scanning channel is assigned to each gateway using Algo-
rithm 1 (graph coloring)

(3) Gateways set up their scanning channels
(4) Advertising channels and TX power are assigned to sensors

using Algorithm 2.
(5) Gateways establish connections with sensors and dissemi-

nate updated parameters
(6) Provisioned sensors update their advertising parameters
(7) Gateways substitute the MAC address of each sensor in their

whitelist with the new RPNR address of the cluster that the
sensor belongs to.

4.2 Information Building
The information building stage of the control plane builds up many-
to-many relations between the provisioned sensors and the gate-
ways. Each gateway can be assigned to several sensors, and a sensor
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Figure 5: The timeline of packet transmission in the control and forwarding plane of SoftBLE.

can advertise to more than one gateway. A sensor-gateway observa-
tion matrix (𝑂𝑀×𝑁 ) represents this relation. The matrix is extracted
from the RSS of provision requests as:

𝑂 =


𝑜11 . . . 𝑜1𝑁
.
.
. 𝑜𝑖 𝑗

.

.

.

𝑜𝑀1 . . . 𝑜𝑀𝑁

 , 𝑜𝑖 𝑗 =
{
1 if max (𝑟𝑠𝑠𝑖

𝑗
) > 𝑃𝑠𝑒𝑛

0 if max (𝑟𝑠𝑠𝑖
𝑗
) < 𝑃𝑠𝑒𝑛

∀𝑖∈{1,..,𝑁 }, 𝑗 ∈{1,..,𝑀 }

. (1)

Unlike the analytical model of LEMoNet, where the RSS values
are estimated based on distance, in (1), 𝑟𝑠𝑠𝑔𝑠 vector is extracted from
the provision requests received from sensor 𝑠 in gateway 𝑔 (∅ if no
observation). Matrix 𝑂 is input to the two sub-problems of sensors
and gateways orchestration, the details of which are discussed in
the next two sessions.

4.3 Control Knobs
Five parameters can be tuned on the BLE devices, three on sensors
and two on gateways. These parameters, as listed in Table 1, are
control knobs of the framework. The sensor control knobs include:

Table 1: Control Knobs of SoftBLE devices

Name Description Default
𝐶S𝑠 Channel map of sensors 𝑠 {37,38,39}
𝑇𝑋𝑠 TX power level of sensor 𝑠 0dBm
𝐴𝑑𝑣𝐴𝑠 Advertise address of sensor 𝑠 public
𝐶
G
𝑔 Channel map of gateway 𝑔 37

𝑊𝐿𝑔 Whitelist of gateway 𝑔 ∅

(1) A sensor’s advertising channel can be configured to subsets
of {37, 38, 39}

(2) TX power levels can be set to any value in {-21, -18, -15, -12,
-9, -6, -3, 0, 1, 2, 3, 4, 5}dBm.

(3) A sensor’s sdvertising address can be configured to its Public
or a Random Non-Resolvable Private address

For the gateways, the control knobs are:
(1) Scanning channels can be set to 37, 38, or 39
(2) Whitelist can be filled by up to 8 sensor addresses
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Algorithm 1: Channel assignment to gateways
input :observation matrix (𝑂𝑀×𝑁 )
output :assigned gateways channels (𝐶G )
// Constructing 𝐴

G
𝑀×𝑀

1 for 𝑖 ← 1 to𝑀 do
2 for 𝑗 ← 1 to𝑀 do
3 𝐴

G
𝑖,𝑗
←

 ®𝑂𝑖 ∧ ®𝑂 𝑗

;
// Coloring of the graph with adjacency 𝐴

G
𝑀×𝑀

4 Initialize 𝑆𝐶𝑆 and𝐶G to {0}𝑀
⊲ SCS: Sum of the Covered Sensors;

5 for 𝑖 ← 1 to𝑀 do
6 𝑐𝑎𝑛𝑑𝑖𝑑𝐺𝑊 ← argmax (𝑆𝐶𝑆) ;
7 Initialize𝐶𝐶 to {0, 0, 0} ⊲ Channel Covered;
8 for 𝑗 ← 1 to𝑀 do
9 if 𝐶G

𝑗
> 0 then

10 𝐶𝐶 (
𝐶
G
𝑗
−36

) +← 𝐴
G
𝑐𝑎𝑛𝑑𝑖𝑑𝐺𝑊 ,𝑗

11 𝐶𝐺
𝑐𝑎𝑛𝑑𝑖𝑑𝐺𝑊

← argmin(𝐶𝐶) + 36;
12 for 𝑘 ← 1 to𝑀 do
13 if 𝐶𝐺

𝑘
= 0 then

14 𝑆𝐶𝑆𝑐𝑎𝑛𝑑𝑖𝑑𝐺𝑊
+← 𝐴𝐺

𝑐𝑎𝑛𝑑𝑖𝑑𝐺𝑊 ,𝑘

15 else
16 𝐴𝐺

𝑐𝑎𝑛𝑑𝑖𝑑𝐺𝑊 ,𝑘
= 0

5 GATEWAY ORCHESTRATION
In SoftBLE, each gateway only scans a single channel. The gateway
orchestration aims is how to assign each gateway to one of the
three legacy channels such that neighboring gateways have the
least interfering sensors. This problem is equivalent to Weighted
Improper 3-coloring of a graph [2] in graph theory and Minimum
Interference Frequency Assignment Problem (MI-FAP) [1] in wireless
communication. The variations of MI-FAP that deal with channel
assignment in cellular networks, such as the one in [12], are the clos-
est to our problem. The problem was initially formulated as Integer
Linear Programming in [1] has been proven to be NP-Hard in [35].
Heuristic solutions, including greedy search [1], tree search [22], or
branch and cut algorithm [10] have been suggested. In this research,
we propose a max-min optimization heuristic to solve it.

Let G and S denote the set of all gateways and sensors, re-
spectively. Two gateways 𝑢, 𝑣 are connected by an edge (𝑢, 𝑣) if
there exist common sensors within their communication ranges.
Let 𝐸 = {(𝑢, 𝑣) |𝑢, 𝑣 ∈ G, ∃𝑠 ∈ S, 𝑜𝑢,𝑠 = 𝑜𝑣,𝑠 = 1}, where 𝑜 denotes
the elements of observation matrix 𝑂 , defined in (1). Edge (𝑢, 𝑣) is
associated with weight𝑤𝑢𝑣 =

∑
𝑠∈𝑆 𝑜𝑢,𝑠 · 𝑜𝑣,𝑠 , or equivalently, the

number of common sensors. Given 𝐺 (G, 𝐸,𝑤) and the set of chan-
nels 𝐶 = {37, 38, 30}, the objective of gateway channel assignment
is to minimize the number of overlapping sensors among gateways
in the same channel. Formally,

min
∑
(𝑢,𝑣) ∈𝐸

𝑤𝑢𝑣I(𝑥𝑢 = 𝑥𝑣)

𝑠 .𝑡 . 𝑥𝑢 ∈ {37, 38, 39},∀𝑢 ∈ 𝑉 ,
(2)

where I(·) is an indicator function and 𝑥𝑢 is the channel assigned
to gateway 𝑢.

When the chromatic number of𝐺 is greater than three,𝐺 cannot
be 3-colored such that neighboring gateways are always assigned
different channels. To minimize the objective function, we propose
a max-min heuristic algorithm that iterates over all gateways. In
each iteration, two steps are taken:

(1) The gateway that has the maximum number of common
sensors with already assigned gateways in the three channels
is designated as candidate.

(2) A channel that has the least number of common sensors be-
tween the candidate gateway and already assigned gateways
is set as the channel of the candidate gateway.

The details of the heuristics are presented in Algorithm 1.

6 SENSOR ORCHESTRATION
A sensor can choose to advertise in any of the three primary adver-
tising channels as long as there exists a gateway in its vicinity scan-
ning the channel. Increasing the number of advertising channels of
a sensor may on one hand increase its PRR since its advertisement
can be received by multiple gateways. On the other hand, doing
so on all sensors may contribute to high traffic loads and conse-
quently, reduced PRR. TX power levels have a similar effect in that
increased TX power can reduce packet error rates but may lead to
higher contention. Additionally, an increased TX power level leads
to higher power consumption.

6.1 Problem Formulation
Let 𝐸 [𝑃𝑅𝑅]𝑠 and 𝐸 [𝑃𝑊𝑅]𝑠 be the expected PRR and power con-
sumption of sensor 𝑠 . The objective of sensor orchestration problem
is to minimize the average 𝐸 [𝑃𝑊𝑅] of all the sensors, such that
𝐸 [𝑃𝑅𝑅] of every sensor remains higher than the application defined
PRR threshold. It can thus be formulated as,

min
CS ,𝑇𝑋

∑
𝑠∈S

𝐸 [𝑃𝑊𝑅]𝑠

𝑠 .𝑡 . 𝐸 [𝑃𝑅𝑅]𝑠 ≥ 𝑇,∀𝑠 ∈ S,

𝐸 [𝑃𝑊𝑅]𝑠 = 𝑓 𝑠𝑃𝑊𝑅 (C
S
𝑠 ,𝑇𝑋𝑠 , 𝐸 [𝑃𝑅𝑅]𝑠 ),∀𝑠 ∈ S,

𝐸 [𝑃𝑅𝑅]𝑠 = 𝑓 𝑠𝑃𝑅𝑅 (C
S,𝑇𝑋 ),∀𝑠 ∈ S,

𝑇𝑋 = {𝑇𝑋𝑠 |𝑠 ∈ S}, CS = {CS𝑠 |𝑠 ∈ S}
𝑇𝑋𝑠 ∈ {−21,−18,−15,−12,−9,−6,−3, 0, 1, 2, 3, 4, 5},∀𝑠 ∈ S,

CS𝑠 ⊆ {37, 38, 39},∀𝑠 ∈ S
(3)

The definitions of the parameters in above formulation are listed
in Tables 1 and 2.

Two control knobs are involved in the process of minimization:
advertising channel map (CS𝑠 ), and TX power (𝑇𝑋𝑠 ). The analytical
form of 𝐸 [𝑃𝑊𝑅]𝑠 , denoted by 𝑓 𝑠

𝑃𝑊𝑅
, depends only on the knobs of

sensor 𝑠 . But the analytical form of 𝐸 [𝑃𝑅𝑅]𝑠 (denoted by 𝑓 𝑠
𝑃𝑅𝑅

) is
dependant on the knobs of all the other sensors. It is because the col-
lision probability on the neighboring sensors are not independent.
As a result, the size of the search space can grow exponentially
with the number of sensors.
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Table 2: The parameters SoftBLE analytical model

Name Description Default
G Set of gateways
S Set of sensors
𝑁 Number of sensors |S |
𝑀 Number of gateways |G |
𝛿 Duty cycle 3s
𝑇 Application defined PRR threshold 99.9%
𝑅 Maximum re-transmissions 3
𝜇 BLE bit rate 1Mbps
|𝑃𝐷𝑈 | Length of an advertisement’s PDU in bits 16*8
|𝐻𝐸𝐴𝐷𝐸𝑅 | Length of advertising packet header 16*8
|𝐷𝐴𝑇𝐴 | Bit length of SCANNABLE_ADV_IND packet |HEADER|

+ |PDU|
|𝑆𝑅 | Bit length of SCAN_REQ packet |HEADER|
|𝑆𝑆 | Bit length of SCAN_ESP packet |HEADER|
N Noise level -110dBm
𝑉 Supply voltage 3v
𝑃𝑠𝑒𝑛 Sensitivity of BLE receivers -91dBm
𝑃𝑡𝑥 Default TX power consumption of sensors (V*8.9)mW
𝑃𝑟𝑥 Listening power consumption of sensors (V*5.9)mW
𝑃𝑖 𝑓 𝑠 Power consumption of intra-frame spacing (V*3.8)mW

To avoid the combinatorial explosion as the number of sensors
grows (with 9 power levels and 7 combinations of advertisement
channels per sensor), an approximation is warranted. We make
the following three simplifications so that sensors can be analyzed
independently:

(1) The TX power of all other sensors remain at the values they
use during information building (maximum possible option)

(2) All other sensors advertise at all three primary channels.
(3) Protocol model for interference is adopted
The simplifications result in an upper bound estimation for col-

lision probability. They, thus, yield an underestimation of 𝐸 [𝑃𝑅𝑅]𝑠 ,
which helps the satisfaction of the lower bound condition for PRR,
though at the cost of higher TX power.

The above assumptions also facilitate approximating C and 𝑇𝑋
in 𝑓 𝑠

𝑃𝑅𝑅
by the observation matrix (𝑂), defined earlier in (1). Subse-

quently, the problem formulation in (3) is equivalent to the mini-
mization of 𝑝𝑤𝑟𝑠 on each sensor 𝑠 ∈ S individually, as:

min
CS𝑠 ,𝑇𝑋𝑠

𝐸 [𝑃𝑊𝑅]𝑠

𝑠 .𝑡 . 𝐸 [𝑃𝑅𝑅]𝑠 ≥ 𝑇,

𝐸 [𝑃𝑊𝑅]𝑠 = 𝑓 𝑠𝑃𝑊𝑅 (C
S
𝑠 ,𝑇𝑋𝑠 , 𝐸 [𝑃𝑅𝑅]𝑠 ),

𝐸 [𝑃𝑅𝑅]𝑠 = 𝑓 𝑠𝑃𝑅𝑅 (C
S
𝑠 ,𝑇𝑋𝑠 ,𝑂),

𝑇𝑋𝑠 ∈ {−21,−18,−15,−12,−9,−6,−3, 0, 1, 2, 3, 4, 5},

CS𝑠 ⊆ {37, 38, 39}

(4)

6.2 Estimating PRR and Power Consumption
A similar analytical approach that is used to evaluate LEMoNet
in [14], can be utilized to estimate the PRR and the mean power
consumption of sensors in SoftBLE as well. As listed in Table 2, the
analytical model of SoftBLE takes almost the same input parame-
ters as that of LEMoNet. However, four fundamental differences

between the two protocols affect some of the equations in the sys-
tem model:

(1) In SoftBLE unlike LEMoNet, sensors are assigned to the
gateways by the means of whitelisting, i.e., only an assigned
gateway will respond with Scan_REQ to an advertiser.

(2) The RSSs between sensors and gateways are extracted di-
rectly from the provision requests in SoftBLE and do not
need to be estimated.

(3) There is no Normal Connectionless (NCL) mode sensor in
SoftBLE, and all sensors are in SCL mode.

(4) The TX power of sensors in SoftBLE is variable.
Consequently, the following equations are modified to address

the above differences.

Expected PRR (𝑬[𝑷𝑹𝑹]𝒔 ). Since the number of gateways that are
assigned to a sensor is at most 3 (one for each channel) in SoftBLE,
the aggregated PRR of sensor 𝑠 is calculated as:

ˆ𝑝𝑟𝑟𝑠 =𝑐37𝑠 𝑝𝑟𝑟
{𝑔37𝑠 }
𝑠 +𝑐38𝑠 𝑝𝑟𝑟

{𝑔38𝑠 }
𝑠 +𝑐39𝑠 𝑝𝑟𝑟

{𝑔39𝑠 }
𝑠

−𝑐37𝑠 𝑐38𝑠 𝑝𝑟𝑟
{𝑔37𝑠 ,𝑔38𝑠 }
𝑠 −𝑐37𝑠 𝑐39𝑠 𝑝𝑟𝑟

{𝑔37𝑠 ,𝑔39𝑠 }
𝑠 −𝑐38𝑠 𝑐39𝑠 𝑝𝑟𝑟

{𝑔38𝑠 ,𝑔39𝑠 }
𝑠

+𝑐37𝑠 𝑐38𝑠 𝑐39𝑠 𝑝𝑟𝑟
{𝑔37𝑠 ,𝑔38𝑠 ,𝑔39𝑠 }
𝑠 ,

(5)
where 𝑔𝑖𝑠 is the gateway that listens on channel 𝑖 ∈ {37, 38, 39}
and has the highest RSS from sensor 𝑠 . It is null if there is no
such a gateway, and the correspond term is removed. 𝑝𝑟𝑟 𝜒𝑠 is the
probability of packet reception in all the gateways in set 𝜒 ⊆ G,
and 𝑐𝑖𝑠 is one if 𝑖 ∈ CS𝑠 , otherwise zero. Accordingly, the expected
PRR for the packets of sensor 𝑠 is given by:

𝐸 [𝑃𝑅𝑅]𝑠 = 1 − (1 − ˆ𝑝𝑟𝑟𝑠 )𝑅 . (6)

Per Gateway PRR (𝒑𝒓𝒓𝝌𝒔 ). Since all the sensors are in the scannable
advertising mode in SoftBLE, 𝑝𝑟𝑟 𝜒𝑠 in (5) relies on both data and
SCAN_REQ receptions:

𝑝𝑟𝑟
𝜒
𝑠 =

(
1 − 𝑐𝑜𝑙 𝜒

)
×
∏
𝑔∈𝜒

(
1 −

(
𝑏𝑒𝑟

𝑔
𝑠

) ( |𝐷𝐴𝑇𝐴 |) ) (
1 −

(
𝑏𝑒𝑟

𝑔
𝑠

) |𝑆𝑅 |)
,

(7)
where 𝑐𝑜𝑙 𝜒 denotes the collision probability of the packets sent
from sensor 𝑠 at all the gateways 𝑔 ∈ 𝜒 , and 𝑏𝑒𝑟𝑔𝑠 denotes the Bit
Error Rate (BER) of advertising packets from sensor 𝑠 at gateway 𝑔.
Apparently, if 𝜒 is empty, 𝑝𝑟𝑟 𝜒

𝑖
will be zero.

𝑐𝑜𝑙 𝜒 is calculated using ALOHA based collision estimation as,

𝑐𝑜𝑙 𝜒 =𝑒 (−2𝐼
𝜒 ·𝜆 ·𝑟𝑒𝑡) , (8)

where 𝐼 𝜒 , namely interference counter, is the number of potentially
colliding sensors, and 𝑟𝑒𝑡 is the expected number of re-transmissions,
both will be calculated later on. For 𝑏𝑒𝑟𝑔𝑠 , BER of BLE packets can
be estimated with the GFSK BER model [18] as,

𝑏𝑒𝑟 =
𝑁ℎ−1
𝑁ℎ

𝑃𝑒 (𝑁ℎ−1) +
1
𝑁ℎ

𝑃𝑒1, (9)

where 𝑃𝑒1 is the error probability of the first bit in GFSK frequency
hop, 𝑃𝑒 (𝑁ℎ−1) is the error probability of the rest of the bits in that
hop, and 𝑁ℎ is the number of bits in the hop. 𝑃𝑒1 and 𝑃𝑒 (𝑁ℎ−1) are
calculated using covariance matrices as a function of the received
Signal to Noise Ratio (SNR), the details of which can be found in
[18].
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Interference Counter (𝑰 𝝌 ). The number of potentially colliding
sensors can directly be determined from the intersections of the
rows in observation matrix 𝑂 corresponding to the gateways in 𝜒 .
For instance, if 𝜒 = {𝑔1, 𝑔2, 𝑔3}, it can be counted using the principle
of exclusion and inclusion as,

𝐼 𝜒 =

3∑
𝑖=1

 ®𝑂𝑔𝑖

− 3∑
𝑖< 𝑗=1

 ®𝑂𝑔𝑖 ∧ ®𝑂𝑔𝑗

+  ®𝑂𝑔1 ∧ ®𝑂𝑔2 ∧ ®𝑂𝑔3

 , (10)

where ®𝑂𝑔𝑖 denotes the row 𝑔𝑖 in 𝑂 .

Traffic Load (𝝀). With all nodes in SCL mode the calculation
of traffic load is changed as well. The traffic load (𝜆) is the sum
of the transmission times of ADV_SCAN_IND, response time of
SCAN_REQ, reception time of SCAN_RSP, and the decode gap, as:

𝜆 =
1
𝛿

(
|𝐷𝐴𝑇𝐴| + |𝑆𝑅 | + |𝑆𝑆 |

𝜇
+ 𝑔𝑎𝑝

)
, (11)

Expected Number of Retransmissions (𝒓𝒆𝒕). In analyzing the PRR
of sensor 𝑠 , the PRRs of the other sensors are substituted by a lower
bound, 1− 𝑅

√
𝑇 (recall that𝑇 is the minimally required PRR). Doing

so can greatly reduce the computation complexity of estimating
𝑐𝑜𝑙 𝜒 . Thus, the worst case 𝑟𝑒𝑡 can be estimated as:

𝑟𝑒𝑡 =

[
𝑅−1∑
𝑖=1

(
𝑅
√
𝑇

)𝑖−1 (
1 − 𝑅
√
𝑇

)]
+
(

𝑅
√
𝑇

)𝑅−1
, (12)

Expected Power Consumption (𝑬[𝑷𝑾𝑹]𝒔 ). In SoftBLE, the trans-
mission power consumption depends on the transmission power
(𝑃𝑡𝑥 ) as well. Thus, the power for a PDU delivery from sensor 𝑠 is
estimated as:

𝐸 [𝑃𝑊𝑅]𝑠 =
𝑅∑
𝑟=1

1
𝛿
· 𝐸𝑎𝑑𝑣𝑠 · 𝐸 [𝑃𝑅𝑅]𝑠 (1 − 𝐸 [𝑃𝑅𝑅]𝑠 ) (𝑟−1)

𝐸𝑎𝑑𝑣𝑠 =𝑃𝑡𝑥𝑠 ·
𝐶S𝑠  · ( |𝐷𝐴𝑇𝐴|

𝜇
+ 𝑃𝑖 𝑓 𝑠

)
+𝑃𝑟𝑥 ·

(
|𝑆𝑅 |
𝜇

)
+ 𝑃𝑖 𝑓 𝑠 + 𝑃𝑡𝑥𝑠 ·

(
|𝑆𝑆 |
𝜇

)
𝑃𝑡𝑥𝑠 =𝑃𝑡𝑥 · 10(𝑇𝑋𝑠/10) ,

(13)

where 𝐸𝑎𝑑𝑣𝑠 is the energy consumption of a single advertisement
for sensor 𝑠 in Joule.

6.3 Optimal Parameter Selection
To this end, we are in the position to present the sketch for sen-
sor channel assignment and power control in Algorithm 2. This
algorithm has two nested loops, the outer one is for 7 possible com-
binations of advertising channels (23 − 1), and the inner one is for
13 different TX power levels. In each iteration, it estimates the ex-
pected power consumption (𝐸 [𝑃𝑊𝑅]) and expected PRR (𝐸 [𝑃𝑅𝑅])
for each setting. Among settings that meet PRR threshold, the one
with the lowest 𝐸 [𝑃𝑊𝑅] is selected. Algorithm 2 runs for each
sensor node separately according to the simplified assumptions in
the problem formulation. Since for each sensor it takes a constant
number of calculations to investigate all possible combinations of
control knobs, the complexity of Algorithm 2 is 𝑂 (𝑐).

Algorithm 2: TX power optimization on the sensors
input : sensor ID (𝑠), observation matrix (𝑂), RSS of provision

requests received from 𝑠 ( ®𝑟𝑠𝑠𝑠 )
output :assigned advertising channel map (𝐶S𝑠 ) and TX power

(𝑇𝑋S𝑠 ) to sensor 𝑠
1 𝑃𝑇𝑋 ← {−21,−18,−15,−12,−9,−6,−3, 0, 1, 2, 3, 4, 5}
2 bestC← {37, 38, 39};
3 bestP← 5;
4 bestPWR←∞;
5 for𝐶 ← Subsets of {37,38,39} do
6 for 𝑝 ← 1 to 13 do
7 𝑇𝑋 ← 𝑃𝑇𝑋 [𝑝 ];
8 Estimate 𝐸 [𝑃𝑅𝑅𝑠 ] based on𝐶,𝑇𝑋, ®𝑟𝑠𝑠𝑠 ,𝑂 using (5);
9 Estimate 𝐸 [𝑃𝑊𝑅𝑠 ] based on 𝐸 [𝑃𝑅𝑅𝑠 ] using (13);

10 if 𝐸 [𝑃𝑅𝑅𝑠 ] > 𝑇 and 𝐸 [𝑃𝑊𝑅𝑠 ] <bestPWR then
11 bestC← 𝐶 ;
12 bestP← 𝑃𝑇𝑋 [𝑝 ];
13 bestPWR← 𝐸 [𝑃𝑊𝑅𝑠 ];

14 𝐶S𝑠 ← bestC;
15 𝑇𝑋𝑠 ← bestP;

7 PERFORMANCE EVALUATION
In this section, we first evaluate the performance of SoftBLE us-
ing a BLE sensor testbed. A large-scale simulation study is then
conducted to investigate its scalability.

7.1 Baseline Approaches
We compare the performance of SoftBLE with a similar 2-tier
BLE-based network called LeMoNet [15]. Compared to SoftBLE,
LeMoNet uses fixed parameter settings and cannot be reconfig-
ured centrally except for over-the-air reprogramming. Sensors can
operate in two modes in LeMoNet:

Normal Connectionless (NCL) mode where sensors adver-
tise their data through ADV_NONCONN_IND packets.

Scannable Connectionless (SCL) mode where sensors ad-
vertise ADV_SCAN_IND packets, and if no SCAN_REQ is
received from any gateway (as acknowledgments), packets
will be re-transmitted up to 𝑅 re-tries. Sensors in the SCL
mode have the similar behavior as sensors in SoftBLE in the
forwarding plane.

7.2 Experimental Validation
48 BLE sensor nodes and two gateway devices have been deployed
in a 11m-by-8m laboratory (Figure 6). Both sensors and gateways
are equipped with TI cc2640r2 MCU chips for BLE communication.
The gateway devices are implemented on LAUNCHXL-CC2640R2
development kits and communicate to a SDN controller running
on a desktop PC via Ethernet. The parameter settings in the experi-
ments are summarized in Table 2.

Each experiment runs for three hours. Utilizing the software
development kit (SDK) by TI, we are able to extract the energy
consumption of each sensor and the time periods that sensors
spend in advertising through BEGIN_ADV and END_ADV. Figure
7a shows the results of sensor orchestration and the average RSS
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Figure 6: A scene of the experiment setup in our lab.

values at the two gateways from each sensor. Gateway 1 and 2 are
assigned Channel 37 and Channel 38, respectively. The majority
of sensors are assigned to a single channel associated the gateway
with a higher RSS except for sensor 32, which has low RSS to both
gateways. To ensure a high PRR, it advertises its measurements on
both channels 37 and 38. In this scenario, all sensors operating in
channel 37 (38) belong to one cluster and are assigned the same
RPNR address. Sensor 32 is assigned a third RPNR address and is
included in the whitelists of both gateways.

Figure 7b shows PRRs under different schemes. Both SoftBLE and
LEMoNet-SCL can achieve high PRRs due to the use of SCAN_REQ
messages as acknowledgment and possible re-transmissions. But
SoftBLE outperforms both LEMoNet-SCL and LEMoNet-NCL and
meets the required PRR threshold of 99.9% for 47 out of 48 sensor
nodes. The PRR of sensor 4 is 99.80, which is slightly below the
threshold. The small discrepancy can be attributed to the simplified
assumptions in PRR modeling in Section 6.

We observe from Figure 7c, LEMoNet-NCL sensors roughly spend
a constant amount time in advertising in each duty cycle. This is
due to the predefined length of legacy advertising events. Among
SCL mode sensors, the advertisement duration varies because of
the additional time to receive SCAN_REQ. Furthermore, the total
number of advertisement messages is unpredictable in each duty
cycle, depending on which channel a gateway responds with a
SCAN_REQ. In contrast, in SoftBLE, the advertising duration is
more than halved since the gateways listen on a single channel and
most sensors only need to advertise on one channel in each duty
cycle. The reduced advertising duration combined with lower TX
power levels leads to around 70% less mean energy consumption in
SoftBLE than LeMoNeT-SCL and LeMoNeT-NCL nodes as shown
in Figure 7d.

7.3 Simulation Study
To study the scalability of the proposed SDN framework and the
effects of different parameters, we have implemented BLE and Soft-
BLE in OMNET++ [30], an event-driven network simulator.
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Figure 7: Experimental comparison between LEMoNet and
SoftBLE. 48 sensors and 2 gateways have been deployed in a
11m-by-8m space. Duty cycles of all sensors are set to 3s.
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Figure 8: The effect of TX power and channel assignment of
a randomly selected sensor node. All other sensors’ param-
eters remain fixed. Results include channel assignments of
a single channel (•), two channels (+), and three channels (★)
at different TX power levels.

7.3.1 Simulation Setup and Performance Metrics. Simulations have
been conducted in two scenarios:

Performance at Scale In the first scenario, 2500 sensor nodes
are deployed in a 10000𝑚2 area, and 121 gateways are dis-
tributed among them to collect advertised measurements.
The placements are regular, where sensors and gateways
form 50 × 50 and 11 × 11 grids, respectively.

Parameter Study In the second scenario, sensors are deployed
randomly in a 2500𝑚2 area and covered by 36 gateways ar-
ranged in a 6 × 6 grid. In the simulations, we fix the number
of gateways and vary the number of sensor nodes (𝑁 ) and
duty cycles (𝛿) to study their impacts on the performance.

The remaining fixed parameters can be found in Table 2. The
results of each scenario are the averages of 5 runs, each lasting
for 10,000s and with a different random seed. In addition to PRR
and the power consumption of sensors, we also evaluate sensor
utilization defined as,

U =
total amount of application data received (bit)

total transmitted bits
.

The denominator includes advertisement packets, retransmissions
as well as SCAN_REQs during sensor data collection.

7.3.2 Performance at Scale. Figure 8 illustrates the effects of chan-
nel assignment and TX power levels on the PRR and power con-
sumption of a randomly selected sensor. In the experiment, the
parameters of all other sensors are fixed. We observe a non-trivial
relation between the control knobs and performance metrics of
interest. The final configuration determined by Algorithm 2 is
indicated by a green circle, which clearly has the lowest power
consumption among settings satisfying the PRR threshold.
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Figure 9: The output of running orchestration algorithms on
the scaled scenario including 2500 sensors advertising on 5s
duty cycles, and 121 gateways. The sensors are symbolized
based onwhether they assigned to one channel (•), two chan-
nels (+), or three channels (★). Gateways are shown with △,
colored based on their scanning channel (red: 37, purple:38,
green:39).

Figure 9 gives a snapshot of gateway and sensor channel assign-
ments as well as sensor TX power levels according to Algorithm
1. Sensors advertise with an average TX power at −5.11𝑑𝐵𝑚 (com-
pared to default 0𝑑𝐵𝑚) and use an average of 2.76 channels for
advertisement (compared to the default number of 3). Sensors in
the middle of the area mostly advertise on all three channels with
lower TX power. In contrast, sensors at the corners or along the
boundaries of the area need to advertise with higher TX powers
but on fewer channels on average since they can only reach one
or two gateways. Furthermore, a small collection of neighboring
gateways are assigned the same channel. This is because only three
primary advertising channels are available for assignments. Figure
10 compares the performance of SoftBLE and LEMoNet in the large-
scale network. It is seen from Figure 10a that in LEMoNet-NCL,
around 10% of the nodes have more than 4% packet loss. This result
is expected since BLE advertising is error-prone, and there is no
mechanism in LEMoNet-NCL to detect and recover from packet
losses or collisions. In contrast, both LEMoNet-SCL and SoftBLE
can deliver almost all the data packets correctly because of the
use of acknowledgment and re-transmissions. However, Figure 10b
shows that SoftBLE sensors exceed the PRR threshold of 99.9%while
consuming 50% less power than LEMoNet-SCL ones. They even
have less power consumption than the unacknowledged LEMoNet-
NCL sensors. Furthermore, as shown in Figure 10c, all sensors in
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Figure 10: Performance of SoftBLE in a scaled network with
2500 nodes.

SoftBLE have more than 30% utilization compared to less than 17%
among LEMoNet-NCL sensors, and 10 – 30% among LEMoNet-SCL
sensors. In LEMoNet-SCL, sensor utilization varies between 10% to
30% because of the variable number of bits transmitted in each duty
cycle. Lastly, network utilization, which is compute as the ratio of
the amount of application data bits and total transmitted bits by
both sensors and gateways, is almost 2 times higher in SoftBLE
than its closest baseline (LEMoNet-NCL) as shown in Figure 10d.

7.3.3 Impacts of Network Size and Duty Cycle. Figures 11a – 11c
show the effect of the number of sensors (N) on network perfor-
mance. As expected, as the number of sensors increases, medium
contention increases, and thus the PRRs of LEMoNet-NCL sensors
decrease. The power consumption of SoftBLE sensors increases
and their utilization drops only slightly with increasing network
sizes. This is due to higher TX power and additional channels as-
signed to sensors to mitigate increased collisions. SoftBLE is able to
maintain a consistent PRR above the required threshold regardless
of the number of nodes. Thanks to sensor and gateway provision-
ing, packet collisions are rare under these settings with SoftBLE,
resulting in both high utilization and low power consumption.

Figure 12a – 12c show the effects of sensor duty cycle. Reducing
duty cycles (or increasing application data rates) increases colli-
sion and packet loss probabilities among LEMoNet-NCL sensors.
At 1s duty cyle, LEMoNet-SCL sensors also suffer from low PRRs.

In contrast, SoftBLE behaves consistently over a wide range of
duty cycles with PRR > 99.9%. The power consumption of all three
approaches goes down when the duty cycle increases since sen-
sors spend longer periods in the StandBy mode. Among all three
approaches, SoftBLE has the lowest power consumption.

The high PRRs in SoftBLE come at the expense of reduced uti-
lization at higher traffic loads in the network. As shown in Figure
12c, the utilization of SoftBLE gradually decreases from 31% at 30s
duty cycle to 27% at 1s duty cycles. This is because, at a higher
traffic load, sensors may need to retransmit packets and do so over
more advertising channels.

8 RELATEDWORK
This section reviews related works in two categories. The first
category includes the recent SDN developments in Internet of
Things (IoT) edge networks, and the second category consists of
the studies on BLE parameter tuning.

8.1 SDN in IoT Edge
In the last decade, SDN controllers have become popular in IoT
edge to enhance the efficiency of data transmission protocols[5].
Zheng et, al. [33] formulate the task scheduling of sensor nodes
as a mixed-integer linear programming (MILP) problem, with the
objective of minimizing the energy consumption of sensor nodes in
a multi-task software-defined sensor network. Li et al. [16] utilize
path difference degree (PDD) in an SDN-based IIoT network to find
the optimum flow path with respect to time delay and goodput. In
[31], the authors propose an SDN based framework to prioritize
IIoT tasks based on their real-time performance to decide whether
a task should be offloaded to a fog server or a cloud server. All these
approaches are generic and evaluated by simulations, based on
abstract physical connectivity models. They fail to account for the
intricacy of wireless standards such as Zigbee, LoRaWAN, or BLE
and demonstrate the effectiveness of their approaches in real-world
testbeds.

Although Zigbee and LoRaWAN do not explicitly incorporate
SDN, they utilize coordinators and network servers as central con-
trollers. A Zigbee Coordinator is responsible for bootstrapping its
network by selecting a Personal Area Network (PAN) identifier, and
an operating channel for 802.15.4 based devices. Taking advantage
of such capabilities, several work introduces SDN improvements
for 802.15.4 based networks, including Atomic-SDN [3], SDN-based
topology management [4], or WISE-SDN [11]. In LoRaWAN, net-
work servers have a wider range of responsibilities, from security
features such as authentication and encryption to routing and data
rate adaptation. In [24], the authors propose to deploy a distributed
version of SDN controllers at the edge servers to reduce the load in
the core network that connects LoRa access networks.

In contrast to Zigbee and LoRaWAN, BLE does not feature any
built-in module as coordinator or controller. The concepts of central
controller and SDN have been introduced in two recent works on
BLE networks. In an early work, Uddin et al. [29] use an SDN-based
architecture to scale up a network by adding a programmable BLE
service switch (BLESS) in between the connected devices. However,
the establishment and termination of BLE connections in this work
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Figure 11: Effects of the number of sensors on the performance of SoftBLE. The sensors are deployed randomly in a 50𝑚 × 50𝑚
area. Duty cycles of all sensors are set to 5s.
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Figure 12: Effects of duty cycle on the performance of SoftBLE. 600 sensors are deployed randomly in a 50𝑚 × 50𝑚 area.

impose significant delay and extra power consumption to the net-
work. A SDN framework is also proposed in [23] to reduce network
congestion in BLE mesh networks. However, its evaluation is only
limited to a network of 12 nodes. As mentioned in Section 1, BLE
mesh has not been widely supported by BLE chip manufacturers,
and thus is of limited relevance. Unlike these two recent studies,
SoftBLE utilizes legacy advertising to avoid connection overhead
and can be implemented on most BLE commercial-off-the-shelf
devices.

8.2 Parameter Configuration of BLE Networks
After designing an SDN based framework for SoftBLE, the next
problem is how to find and set proper parameters for BLE devices.
There have been several recent studies dedicated for parameter
assessment of BLE networks. For instance, Luo et al. study the effect
of legacy advertising parameters on energy consumption [19] and
the neighbor discovery latency [21] of network nodes. They find
that the scanning window time of BLE scanners should be set to
its maximum possible value (10.24s) for the maximum efficiency.
Inspired by the findings of these studies, we adopt this setting in
our work.

Other researches have taken one step further and tried to op-
timize the parameters of BLE networks. Song et al. [28] propose

a mechanism for parameter negotiation between BLE devices to
reduce neighbor discovery latency. The feasibility of their solution
is validated for scenarios with no more than 100 advertisers. Other
work considers the optimization of BLE scanning intervals [6], ad-
vertising interval [20], or both [17]. Comparing to these works that
deal only with interval settings, SoftBLE considers more control
parameters, such as TX power, advertising address, and recently
added features such as scanning and advertising channel maps.
Furthermore, unlike above studies, SoftBLE enables tuning of the
parameters based on the statistical information observed from the
target network.

9 CONCLUSION
Recent improvements in BLE legacy advertising makes the advertis-
ers and scanners more configurable. SoftBLE leverages this agility to
provide adaptability to a 2-tier BLE based network by an SDN frame-
work. It is shown that SoftBLE considerably reduce the average
power consumption of sensor nodes while meeting the application-
defined performance requirements. Our proposed framework en-
ables long lifetime IIoT network deployments for large-scale and
dense monitoring applications.
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