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Abstract—Network Functions Virtualization (NFV) was re-

cently proposed to improve the flexibility of network service e
provisioning and reduce the time to market of new services. I W’ l
By leveraging virtualization technologies and commercial off-the- | Firewal  con NAT

shelf programmable hardware, such as general purpose servers

Virtual
Appliances

storage and switches, NFV decouples the software implementa- — = General Purpose
tion of network functions from the underlying hardware. As an = = Servers
emerging technology, NFV brings several challenges to network N p—

operators, such as the guarantee of network performance for Hﬂﬁﬁ Hﬂﬁﬁ Hﬂﬁﬁ Standard Storage
virtual appliances, their dynamic instantiation and migration, Router PGW  IMS and Switches

and their efficient placement. In this article, we provide a brief
overview of NFV, explain its requirements and architectural Fig. 1: From dedicated hardware-based appliances for metwo
framework, present several use cases and discuss the challeslgeserviceS such as firewall. Content Delivery Network (CDN
and future directions in this burgeoning research area. ! . ry ( _)'
Network Address Translation (NAT), Deep Packet Inspection
Index Terms—Network functions virtualization, virtual net-  (DPI), Virtual Private Network (VPN), IPTV, router, Packet
work appliance, dynamic service provisioning, Cloud RAN, Cloud Data Network Gateway (PDN-GW or PGW) and IP Multime-
EPC. dia Subsystem (IMS), to software-based NFV solutions.

I. INTRODUCTION As an innovative step towards implementing a lower cost
It is well-known that bringing in new services into to agile network infrastructure, NFV can potentially bringvse
ging eral benefits to network carriers, dramatically changing th

day's networks is becoming increasingly difficult due to th?andscape of the telecommunications industry. It may reduc

proprietary nature of existing hardware appliances, thst Cc%:apital investment and energy consumption by consoligatin

of offering the space and energy for a variety of mlddleﬁetworking appliances [2], decrease the time to market of

boxes, and the lack of skilled professionals to integrate an Lew service by changing the typical innovation cycle of

n;ig:am thoesoe er:/(;cae”Sé l\_l:ttevvt(;]r: Zungt;)?g:qv'gllj;:'%fo network operators (e.g., through software-based serveee d
r 'Y propos ) allev e pr Sy 9 _ployment), and rapidly introduce targeted and tailoredises
emerging technologies, such as Software Defined NetworkﬁgSed on customer needs, just to list a few

(SDN) and cloud computing. ) .. Along with the benefits of NFV, network operators also
NFV transforms how network operators architect their ing, o several technical challenges when deploying virtpal a
frastructure by leveraging the full-blown virtualizatieechnol- pliances. A frequently raised issue about Virtualized Nertw
ogy to separate software instance from hardware platforth 3Punctions (VNFS) is their network performance. Previous
by decoupling functionality from location for faster neto o4 has shown that virtualization may lead to abnormal
Ing Service provisioning [4]. Essentlglly, _NF\_/ 'mplem_entﬁatency variations and significant throughput instabikiyen
network functions through _software V|rtu_aI|zz_1t|on tedunés when the underlying network is only lightly utilized [14].
and runs them on commodity hardware (i.e., industry stahdafy,q efore, ensuring that network performance remainsaatle

servers, storage and switches), as shown in Figure 1. These, a5 that of purpose-built hardware implementatioths w
virtual appliances can be instantiated on demand withaait t e one of the key challenges in realizing NFV. Besides the

installation of new eqUIpmen'ﬁc.tFor e>k<)amp(ljef,_netwltl)r_k om:/s_at network performance issue, another major problem network
may run an open-source software-based firewall In a 'rtué‘é\rriers are confronted with is how to smoothly migrate from

Machine (VM) on an x86 platform. Recent trials have demofq eyisting network infrastructure to NFV-based solusion
strated that it is feasible to implement network functioms o

| based platf ; given the former’s large scale and tight coupling among its
general purpose processor based platiorms, for example, Bmponents. Moreover, the separation of functionalitynfro
physical layer signal processing [3].

location also casts the problem of how to efficiently place

1We discuss the relationship between NFV, SDN and cloud camgpir 2A VNF is the software instance in NFV that consists of some nurobe
Section III. portion of VMs running different processes for a networkdtion.



the virtual appliances and dynamically instantiate them d& Manageability

demand. _ ) ) The NFV infrastructure should be able to instantiate VNFs
~ These facts all impose the need to investigate open resegfthne right locations at the right time, dynamically allo-
issues brought by NFV in order to ensure its successfghte and scale hardware resources for them and intercon-
adoption. However, there are very limited prior efforts it nect them to achieve service chairfingrhis flexibility of
literature to offer an overview of aspects to be consideragdyice provisioning poses new requirements to manage both
and issues to be addressed when adopting NFV. Our goaljigual and legacy appliances. The manageability in NFV is
to bridge this gap by identifying critical research challes qyite different from that in data center networking where th
involved in the evolution towards NFV. hardware resources are almost equivalent, which makes thei
In this article, we first present the key technical requiratse coordination easier. However, the cost and value of ressurc
of NFV (Section II). We then introduce its architecturalfie-  may vary significantly between network points of presenat an
work (Section IlI) and standardization activities (Seoti). customers’ premises. The management functionality should
We also describe several use cases of NFV, including thee the variations into account and optimize resource aisag
virtualization of mobile base station, cellular core netvand gcross the wide area.
home network (Section V). Finally, we discuss the open re- Since service unavailability is typically thought unaceep
search issues and point out future directions for NFV, fows aple, network carriers usually over-provision their sees [5]
on the network performance of virtualized appliances, rtheind thus the utilization of resources allocated to these ser
efficient instantiation, placement and migration (Secdh  vices is normally low, due to the offered redundancy for
unexpected traffic increase or service element failure. éf w
Il. TECHNICAL REQUIREMENTS share cloud resources across multiple services and thieirefa
modes are independent, we can leverage the pool of spare

In this section, we summarize the technical requiremerf@sources to provide the necessary redundancy across them
when implementing virtualized network functions, inclugi and dynamically create VNFs to appropriately handle traffic
the network performance of VNFs, their manageability,aceli increase or failure. In addition, NFV can potentially impeo

bility, security, and the coexistence with existing plaths. resource utilization through the elasticity feature of utlo
computing, for example, by consolidating the workload on a

small number of servers during overnight hours and turning
A. Performance the rest off (or using them for services such as online gajning

When talking about software-based implementation of net’® management functionality should be able to support the
work functions through virtualization technologies on geat  Sharing of spare resources and the elastic provisioning of
purpose servers, the first question we may ask is whether fHWork services effectively. _ _
performance, such as throughput and latency, will be afect ~Although NFV may make planned maintenance relatively
The per-instance capacity of a VNF may be less than t§8Sy [15]. it presents new requirements for service quality
corresponding physical version on dedicated hardware. ~ Management. Network operators should be able to obtain and

Although it is hard to completely avoid the performanc@rocess actionable information from various service intipgc

degradation, we should keep it as small as possible Whﬁgents, determine and correlate faults and recover fromnthe

not impacting the portability of VNFs on heterogeneous hargy _monirt]orilr_lfg comlput?, storage and network resgurt(:ie usage

ware platforms. One possible solution is to leverage ctaste 9Urng the life cycle of a VNF. Since VNFs can be dynam-

VNF instances and modern software technologies, such &&lly created/migrated, it brings an additional dimensiof

Linux New API (NAPI} and Intel's Data Plane DeveIopment,comple_xIty in terms of keeping track of where a given VNF,

Kit (DPDK)*. When deploying VNF instances, we need t& running. Moreover, a VNF can behave erratically even if

design efficient algorithms to split network load across W€ un_derly:cn_g infrastructure IIS running fine, which makes t

number of distributed and clustered VMs while keeping thgtection of issues non-trivial.

latency requirement in mind. Moreover, the underlying NF o .

. ' . R | |

infrastructure should be able to gather network performan\c(:: el.lab-l-lty.and S_tabl Ity _

information at different levels (e.g., hypervisor, virtwavitch ~ Reliability is an important requirement for network opera-

and network adapter). We discuss the research challen§@s When offering specific services (e.g., voice call artkui

related to NFV performance in Section VI. on demand), no matter through physical or virtual network
A bottom line when designing NFV systems is that w@Ppliances. Carriers need to guarantee that service iffiab

should understand the maximum achievable performance id service level agreement are not affected when evolang t

the underlying programmable hardware platforms. Based iV Purpose-built network equipment can provide the tradi

this information, we can make the proper design decisionsfional five-nines reliability in telecommunications indiys To

) ) ) ) 5Service chaining describes a method for the delivery of nekveervices
Shitp://www.linuxfoundation.org/collaborate/workgnesinetworking/napi  based on their function associations and enables the oglarid topological
“http://dpdk.org/ independence of the network functions.



meet the same reliability requirement, NFV needs to bui th Network operators should support a smooth migration path
resilience into software when moving to error-prone hangwafrom proprietary physical appliances to open standard dase
platforms. Moreover, as we mentioned above, the elasticityrtual ones, since they may not be able to update all their
of service provisioning may require the consolidation anexisting services and equipment to NFV-based solutions. Th
migration of VNFs based on traffic load and user demandeveloped NFV solutions need to be compatible with existing
All these operations create new points of failure that stiouDperation and Business Support Systems (OSS/BSS) and
be handled automatically. Element and Network Management Systems (EMS/NMS), and
In addition, ensuring service stability poses another -chakork in a hybrid environment with both physical and virtual
lenge to NFV, especially when reconfiguring or relocating aetwork functions.
large number of software-based virtual appliances from dif
ferent vendors and running on different hypervisors. Nekwo o . ) )
operators should be able to move VNF components from Virtualization provides us the opportunity for a flexible
one hardware platform onto a different platform while stilfoftware design. Existing networking services are sugggbrt
satisfying the service continuity requirement. They alsed by diverse network funcypns that are connected in a static
to specify the values of several key performance indicaors W&y- NFV enables additionaliynamic schemes to create
achieve service stability and continuity, including mawim @nd manage network functions. Its key concept is the VNF
non-intentional packet loss rate and call/session drop, raforwarding graph which simplifies the service chain provi-

maximum per-flow delay and latency variation, and maximuf{oning by quickly and inexpensively creating, modifyingda
time to detect and recover from failures. removing service chains. On one hand, we can compose

several VNFs together to reduce management complexity, for
D. Security instance, by merging the servi.ng gateway (SGW) and PGW
of a 4G core network into a single box. On the other hand,

When deploying virtualized network functions, operatofge can decompose a VNF into smaller functional blocks for
need to make sure that the security features of their netwqg{sability and faster response time. However, we note that
will not be affected. NFV may bring in new security concemge actual carrier-grade deployment of VNF instances shoul
along with its benefits. The virtual appliances may run ige transparent to end-to-end services.
data centers that are not owned by network operators directl compared with the current practice, NFV introduces the
These virtualized network functions may even be outsourcgs|iowing three major differences [12]:
to third parties [10]. The introduction of new elements,lsas
orchestrators and hypervisors, may generate additiocatisg
vulnerabilities which increase the load of intrusion dé&tac
systems. The underlying shared networking and storage carn
also introduce new security threats, for example, wheningn
a software router in a VM that shares the physical resources
with other network appliances. Moreover, these softwarsed
components may be offered by different vendors, poteptiall
creating security holes due to integration complexity. thése
changes require us to rethink security issues when degjgnin
and building NFV systems.

NFV can also enhance the security level of a wide spectrum
of networking services. The creation, management and 'adjqﬁ
ment of security zones become easier, since network op;eratﬂFjr

IIl. DESIGN AND ARCHITECTURAL FRAMEWORK

o Separation of software from hardware: This separation
enables the software to evolve independently from the
hardware, and vice versa.

Flexible deployment of network functions: NFV can au-

tomatically deploy network-function software on a pool

of hardware resources which may run different functions
at different times in different data centers.

o Dynamic service provisioning: Network operators can
scale the NFV performance dynamically and on a grow-
as-you-need basis with fine granularity control based on
the current network conditions.

We illustrate the high-level architectural framework of WF
Figure 2. Its four major functional blocks are the or-
estrator, VNF manager, virtualization layer and virized
rastructure manager. Therchestrator is responsible for
management and orchestration of software resources and
e virtualized hardware infrastructure to realize netviag
services. The/NF manager is in charge of the instantiation,
scaling, termination and update events during the lifecptla
VNF, and supports zero-touch automation. Tneualization
Another key issue for NFV is to design standard interfacéayer abstracts the physical resources and anchors the VNFs
between not only a range of virtual appliances but also theethe virtualized infrastructure. It ensures that the VNE-I
virtualized implementations and legacy equipment. As dine oycle is independent of the underlying hardware platforms b
the goals of NFV is to promote openness, network carriers maffering standardized interfaces. This type of functidiyais
need to integrate and operate servers, hypervisors andavirttypically provided in the forms of VMs and their hypervisors
appliances from different vendors in a multi-tenant NFWhe virtualized infrastructure manager is used to virtualize
environment. Their seamless integration requires a unifieadd manage the configurable compute, network and storage
interface to facilitate the interoperability among them. resources and control their interaction with VNFs. It afltes

can automate the placement of virtualized firewalls, cre
dedicated software firewalls on-demand to protect speci v
network domains, and update the security rules of deploy
firewalls remotely.

E. Interoperability and Compatibility



to achieve the common architecture required to support-virt
alized network functions through a consistent approaclis Th
ISG was initiated by several leading telecommunicatiomi-car

Operation/Business Support Systems

VNF VNF VNF VNF ers, including AT&T, BT, China Mobile, Deutsche Telekom,
----------------------------------------------- Orange, Telefonica and Verizon. It has quickly attracteshlr
industry support and had over 150 members and participants
- p—— - by the end of 2013, ranging from network operators to
Vinual 4 Virual Virual equipment vendors and IT vendors.
Computing : i Networking Storage .
: The ETSI NFV ISG currently has four working groups:

Infrastructure Architecture, Management and Orchestrati
Software Architecture and Reliability & Availability; antlvo
expert groups: Security and Performance & Portability. It
has also developed a Proof of Concept (PoC) Framework to
coordinate multi-vendor PoCs and build the confidence that
NFV is a viable technology. Although it is not a standards
development organization, it seeks to define the requirésnen
Fig. 2: NFV architectural framework [12]. that network operators may adopt and tailor for their com-
mercial deployment. Part of this article (e.g., the arattiieal
framework) is based on the NFV white paper [4] and several

VMs onto hypervisors and manages their network connegtivite|ated specifications [12], [13] published by this 1SG.
It also analyzes the root cause of performance issues and

collects information about infrastructure fault and fopaaity V. USE CASES
planning and optimization.

As we can see from this architectural framework, the two In this section, we describe several use cases of NFV,
major enablers of NFV are industry-standard servers arft tedncluding the virtualization of cellular base station, reb
nologies developed for cloud computing. A common featuf©re network and home network. We focus on the problems of
of industry-standard servers is that their high volume rsakgXisting architecture and the benefits of NFV-based saistio
it easy to find interchangeable components inside them wiifV is applicable to both data plane processing and control
competitive price, compared with network appliances bas@ine function. We refer interested readers to the spetidita
on bespoke Application Specific Integrated Circuits (ASICsOf ETSI [13] for more use cases, such as the virtualization of
Using these general purpose servers can also reduce the nffN and fixed access network.
ber of different hardware architectures in operators’ roeks o )
and prolong the lifecycle of hardware when technologidd Virtualization of Cellular Base Station
evolve (e.g., running different software versions on thmea  The Radio Access Network (RAN) of traditional cellular
platform). Recent developments of cloud computing, such ggtworks is usually composed of stand-alone base stations
various hypervisors, OpenStack and Open vSwitch, also makRich process and transmit wireless signal on behalf of
NFV achievable in reality. For example, the cloud managememobile phones and forward their data to the core network
and orchestration schemes enable the automatic instantiathrough backhaul connections. This RAN architecture has
and migration of VMs running specific network services. several limitations. First, cellular operators provistbeir base

NFV is closely related to other emerging technologies, sugfations to handle the maximum expected network load, but
as SDN. SDN is a networking technology that decouples tfige traffic of a base station is fluctuating over time due to
control plane from the underlying data plane and cons@@latysage pattern and user mobility. Therefore, the processing
the control functions into a logically centralized conteol power of base stations is usually not fully utilized. Howeve
NFV and SDN are mutually beneficial, highly complementary is impossible to share the processing resources amomg the
to each other, and share the same feature of promotib@cause they are geographically dispersed. Second, dieen t
innovation, creativity, openness and competitiveneses&h limited spectrum resource, base stations need to reuse radi
two solutions can be combined to create greater value. Hgsquency which makes the planning and optimization of base
example, SDN can support NFV to enhance its performanegation deployment hard, especially in urban areas. Thade
facilitate its operation and simplify the compatibility ti stations require their own backhaul transmission equigmen
legacy deployments. However, we emphasize that the virghvironment surveillance system, cooling system and hacku
alization and deployment of network functions do not rely opattery, which in turn need large space to host them.

SDN technologies, and vice versa. Over the years, the RAN architecture has evolved from
the all-in-one base stations to distributed base statiwwhih
separate the radio function unit (a.k.a., Remote Radio Head

European Telecommunications Standards Institute (ET®I) RRH) from the digital function unit (a.k.a., BaseBand Uni
has created an Industry Specification Group (ISG) for NFbr BBU). Baseband wireless signal is carried over fiber links

| Compute | | Network | | Storage |

Shared Hardware Resources

Virtualized Infrastructure

IV. STANDARDS RELATED ACTIVITIES
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Fig. 3: The Cloud RAN architecture. B. Mrtualization of Mobile Core Network

Today’s mobile core networks suffer from a huge variety
) ) ) of expensive and proprietary equipment, as well as from
between RRH and BBU which also makes their physical seRafiexible hard-state signaling protocols. When a specific
ration possible (e.g., by a few kilometers). In this arcttitee, fnction is not available, cellular operators have to regla
BBU implements the antenna array system functionality anRgh existing equipment even if it is still sufficient for most
the physical and MAC layers; while RRH obtains and converfyrposes [7], which reveals the difficulty to scale up and ow
the wireless signal and amplifies the power. offered services rapidly as required. Moreover, the motiles

Distributed base stations have paved the way to furthBgtwork leverages the tunneling mechanism over lowerrlaye
evolve the architecture to Cloud RAN by virtualizing BBUs irffansport protocols to and from a few centralized gateways
data centers and thus enabling dynamic service provigionifPGWs in case of 4G EPC) for the delivery of user data traffic.
Cloud RAN leverages many advanced technologies, includif§e same is true for 2G and 3G networks. These long-distance
the common public radio interface in wireless communigatioPermanent tunnels are very expensive to control and maintai
the coarse/dense wavelength-division multiplexing iniagt for cellular operators.
communication and the real-time virtualization in cloudreo ~ Cloud EPC can potentially address these problems by
puting, as shown in Figure 3. The virtualization target i¥irtualizing the mobile core network to meet changing marke
usually the BBU pool which typically runs in data centergequirements. The virtualization targets of EPC include-Mo
Moreover, for the traditional RAN architecture, the vitiza- bility Management Entity (MME), Home Subscriber Server
tion target can also be the evolved NodeB (eNodeB) in a 48SS), SGW, PGW and Policy and Charging Rules Function
network, NodeB in a 3G network, or a legacy base station (FCRF). To better support Voice over LTE (VOLTE), cellular
a 2G network (e.g., running a part of eNodeBs in VMs). operators can also virtualize the components of an IMS,
. . . including various Call Session Control Functions (CSCFs)

The decpuplmg_ of bageband Processing and Ta.d'° UNliSch as Proxy-CSCF, Serving-CSCF and Interrogating-CSCF,
can po t'entlally bring various beneﬁts: B.y' centralizing angnd Breakout and Media Gateway Control Functions. We
virtualizing the BBUs, Cloud RAN can significantly reduceth illustrate the virtualization of EPC for 4G LTE networks aitsl

ope_ratlon,hcogwputmg, enefrgy an/<fj_ real-estate C%St foful_aell coexistence with the legacy EPC in Figure 4. The coexistence
carriers, thanks to easy software/firmware upgrades, 1eWer ;o ;e possible through technologies such as MME pooling.

visits and lower site space leasing cost. For example, bmedWe note that it is possible to virtualize only part of the

the analysis of real-world data, Bhaumik et al. [2] repotfeal 6 core network, such as SGW and PGW, and use physical
Cloud RAN can reduce at least 22% computing resources Mpliance for other (,:omponents '

sharing the processing load among base stations and éngloit By virtualizing the aforementioned network functions,

the load variations. Cloud EPC allows us to move towards a more intelligent,
Cloud RAN can also enable advanced technologies suchrasilient and scalable core architecture. It enables flexib
Coordinated MultiPoint (CoMP) in 4G Long Term Evolutiondistribution of hardware resources to eliminate perforogan
(LTE) networks and LTE-Advanced networks. CoMP dynamnbottlenecks and rapid launch of innovative services to geae
ically coordinates the transmission and reception betwesaw revenue sources (e.g., machine-to-machine communica-
user equipment and multiple eNodeBs, and thus improviéisns). The virtualization of EPC frees distributed netiwor
reception performance, reduces interference levels attérberesources from their geographic limitations to ensure iserv
utilizes network resources. It requires joint signal pssiag reliability and stability in the event of local resourcelfae and
for both uplink and downlink data and coordinated scheduleduce the Total Cost of Ownership (TCO). It also makes the
ing/beamforming among base stations, which can be achievkkible deployment of SGW and PGW possible, for example,
by the virtualized BBU pool. co-locating them with an eNodeB and thus eliminating the
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Fig. 5: Virtualization of home network. VI. RESEARCHCHALLENGES AND FUTURE DIRECTIONS

long-distance tunnels. With Cloud EPC, cellular carrieas ¢ In this section, we discuss some of the research challenges

not only expand their current horizontal market business, pAnd future directions for NFV, including the network per-
also capitalize on previously untouched vertical markets. formance of virtualization, the placement, instantiatiand
migration of virtual appliances and the outsourcing of VNFs

C. Virtualization of Home Network

. . . A. Network Performance of VNF

Network service providers offer home services through
dedicated Customer Premise Equipment (CPE) supported bylhe recent effort from the telecommunications industry has
network-located backend systems. Typical CPE devices feen centered on the software virtualization frameworg, (e.
clude Residential Gateways (RGs) for Internet access am@nagement and orchestration). However, it is challentpng
Set-Top Boxes (STBs) for multimedia services. Under theffer guaranteed network performance for virtual applesic
architecture, the delivery of time-shifted IPTV services iWang and Ng [14] measured the end-to-end networking per-
known to be complicated, due to the interactive stream obntformance of the Amazon EC2 cloud service. They found that
functions (e.g., rewind and fast-forward) [1]. The emegginthe sharing of processors may lead to very unstable TCP/UDP
NFV technology with the availability of high throughput tas throughput, fluctuating between zero and 1 Gbps at the tens of
mile access facilitates the virtualization of home netwarikd Milliseconds time granularity, and the delay variationsoam
brings down the complexity of IPTV services. Amazon EC2 instances can be 100 times larger than most

We depict the architecture of virtualized home networkgropagation delays which are smaller than 0.2 ms, even when
in Figure 5. The virtualization targets are STBs and a rand@e network is not heavily loaded. The unstable networking
of components of RGs, such as firewall, DHCP server, vPfaracteristics caused by virtualization can obviouslgaf
gateway and NAT router. By moving them to data centerd}e performance and deployment of virtual appliances.
network and service operators need to provide only low As we mentioned in Section Il, it may be possible to lever-
cost devices to customers for physical connectivity witiv lo@ge Linux NAPI and Intel's DPDK to improve the network
maintenance requirements, demonstrated by the three gp@yformance of VNFs. NAPI is a modification of the packet
boxes at the left hand bottom corner of Figure 5. These dsvid&rocessing framework in Linux device drivers, aiming at im-
need to provide only the layer 2 functionality for InterneProving the performance of high-speed networking. It agbse
access, as the layer 3 and above functions of RGs are motkig goal by disabling some interrupts when the networkitraf
into the operators’ network. We note that with this virtuaload is high and switching to polling the devices instead] an
architecture, it is possible to share some functionalités thus avoids frequent interruptions sharing the same messag
RGs and STBs among customers. The concept of virtualizifftpt there are lots of packets to process. Another advantage
home network is not actually new. Multiple-System Opemtopf this polling-based approach is that when the kernel is
(MSOs) have been pushing the Cloud Digital Video Recordérerwhelmed, the packets that cannot be handled in time
(DVR) or Network DVR solutions for several years. Cloudire simply dropped in the device queues (i.e., overwritten i
DVR stores the recorded video programs at the MSO'’s centff incoming buffer). Intel's DPDK is another software-eds
location (e.g., the video hub office) instead of the constsnefcceleration for high speed networking applications tlist a
home and relieves the storage requirement on $TBs. uses polling to avoid the overhead of interrupt processing.

This virtualized architecture presents numerous advastagiecent work by Hwang et al. [6] extends the DPDK libraries
to network operators and end users. First, it reduces the provide low latency and high throughput networking in
operating expense by avoiding the constant maintenance yHé/alized environments.

8In terms of the legal considerations, a major MSO in the US won B. Placement of Virtual Appliances

court battle against content providers regarding the teldyy of sharing
a stored program in the cloud among multiple users (httpu/i&ipedia.org/ Ideally network operators should place VNFs where they

wiki/Cartoon Network, LP_v._CSC Holdings, Inc.). will be used most effectively and least expensively. Althlou



the virtualization of certain network functions is straifgii- However, it is challenging to keep the packet forwarding
ward, there are a number of network functions that havetstrigninterrupted and the migration disruptions minimized;leh
delay requirements. For example, network functions offerat the same time guarantee the stringent throughput anttiate
by middle-boxes usually depend on the network topology ameiquirements. Another interesting research topic is thegte
these boxes are placed on the direct path between two @ifda hypervisor [15] that splits the software of control pan
points. When virtualizing these functions and moving thefrom its state, such as routing information bases.
software implementations into data centers, data traffig ma i
go through indirect paths, causing a potential delay of peck D+ VNF Outsourcing
Therefore, the placement of VMs that carry VNFs is crucial The end-to-end principle of initial Internet architectuhat
to the performance of offered services. For these servicel®es not modify packets on-the-fly is no longer valid in cotre
it would be advantageous and efficient to run some netwonletworks with the deployment of a variety of middle-boxes.
functions at the edge of the network [8]. Based on a study of 57 enterprise networks with differerdssiz
Using mobile core network as an example, we could placanging from fewer than 1,000 hosts to more than 100,000
a PGW, which currently sits in the cellular core networkhosts, Sherry et al. [10] found that the number of middle-
right next to an eNodeB, and forward user traffic to thboxes in a typical enterprise is comparable to its number of
Internet as early as possible. However, the co-location@MP hosted routers. In the last five years, surveyed large n&svor
and eNodeB will make the mobility management difficult, asad paid more than a million US dollars for their middle-
neighboring eNodeBs will no longer share the same PGWbx equipment. Moreover, a network with about 100 middle-
as the anchor point. A possible solution would be to instafoxes may need a management team of 100-500 personnel for
virtualized PGWs that handle traffic for a small geographicéhsks such as configuration, upgrades, monitoring, didmsos
area at the Mobile Telephone Switching Office (MTSO) diraining and vendor interaction [10].
some other network points of presence in the metro areaBy advocating the split of network functions and their loca-
Future work regarding low latency operation should be baséidns, NFV makes the outsourcing of middle-boxes to a third-
on the investigation of the redirection architecture and ttparty [10] easier, which may release network carriers from
carrier's footprint of data centers. some of the cumbersome operation and maintenance tasks.
The placement of virtual appliances, such as VPN gateway¥ijth the help of VNF Service Providers (e.g., cloud service
can also enhance the security features of networking ssvicproviders or their partners), end users and small busisesse
Today’s VPN gateways are usually installed at locationy vemay also be able to enjoy more diverse networking services
deep into the core network. By moving virtualized VPNvhich are previously not affordable due to their associated
gateways to the network edge and closer to end users, we camplexity and costs. However, the charging rules and yolic
better isolate VPN traffic from other Internet traffic andued interactions between carrier network infrastructure amd- o
the complexity of core networks. Clearly this approach masourced VNFs need to be carefully investigated before takin
lead to the support of more VPN gateways than the curremttual actions. Another open question along this diredsdn
practice. Thus, there is a need to optimize the number identify what types of VNFs can be outsourced to third partie
instantiated virtual VPN gateways. and how to do it efficiently.
There are also several other open research issues for NFV.
For example, using dedicated hardware appliances, it is rel
Network infrastructure will become more fluid when deatively easy to identify which component is malfunctioning
ploying VNFs. To consolidate VNFs running in VMs base@nd isolate it when a failure occurs. When deploying network
on traffic demand, network operators need to instantiate afwhctions in software at different locations;oubleshooting
migrate virtual appliances dynamically and efficiently.eThand fault isolation become harder. Moreover, as the creation
native solution of running VNFs in Linux or other commodityof VMs is easy, when the number of VNFs increases the so-
OS VMs has a slow instantiation time (around several seqondslled VM Sprawl could happen. There may be a large amount
and a relatively large memory footprint. The carrier-gradef VNFs sprawling across the network even if they are seldom
deployment of VNFs requires a lightweight VM implemenused. As a result, the same management inefficiency problem
tation. For instance, Martins et al. [9] recently proposethat NFV was proposed to solve may recur. The efficient
ClickOS, a tiny Xen-based VM to facilitate NFV. ClickOSmanagement andorchestration of VNFs, especially in the wide
can be instantiated within around 30 milliseconds and regui area, is another challenging issue.
about 5 MB memory when running. However, optimizing
the performance of this type of lightweight simplified VMs,
especially during the wide-area migration, is still an open In this article, we presented an overview of the emerg-
research issue. ing network functions virtualization technology, illuated
Take virtual routers as an example, by enabling their fréts architectural framework, summarized several use cases
movement, carriers can separate the logical configuratiomsd discussed some interesting future research directions
(e.g., packet-forwarding functions) from physical rosteand NFV extracts the functionality in specialized appliancesl a
simplify management tasks, such as planned maintenange [18plicates it in the virtual form. It is envisioned that NFV,

C. Instantiation and Migration of Virtual Appliances

VIl. CONCLUSION



along with cloud computing and SDN, will become a critical
enabling technology to radically revolutionize the waywartk
operators architect and monetize their infrastructureV Né
prospectively the unifying revolution among the threegdfig
more revenue opportunities in the services value chain. We
are looking forward to more initiatives from the networking
research community to tackle various challenging issutes-in
duced by NFV and its widespread and successful adoption.
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