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Objects = Nodes Associations = Edges

- Identified by unique 64-bit IDs - Identified by <id1, type, id2>

- Typed, with a schema for fields - Bidirectional associations are two
edges, same or different type

id: 1807 => R
\
type: POST 202, Compper——

str: “At the summ...

id: 2003 =>
.| type: COMMENT
| str-“how wasit ..
id: 308 =»
type: USER
name: “Alice”
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Objects and Associations API

Reads - 99.8%

. Point queries

- obj_get

. assoc_get
- Range queries

. assoc_range

. assoc_time_range
. Count queries

- assoc_count
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28.9%
15.7%

40.9%
2.8%

11.7%

Writes - 0.2%

. Create, update, delete for objects

- obj_add 16.5%
- obj_update 20.7%
- obj_del 2.0%

. Set and delete for associations

. assoc_add

. assoc_del

52.5%
8.3%
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Stage 1: Relational Database Supported
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WebServers
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1. Low write latency

2. High read latency, difficult
to achieve load balancing

3. Low scalability

MySQL
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Stage 2: Cache Supported (memcache)

Graph in Memcache memcache
(nodes, edges, edge lists
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mysql _
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Web Server (PHP)
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Stage 2: Cache Supported (cache in between)

D‘\D\Dx """ /g/g

WebServers

<

Cache Layer

1. Higher write latency (clean
the cache)

2. Lower read latency

3. Higher scalability

MySQL
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Stage 3: TAO (The Associations and Objects)

Independent Scaling by Separating Roles

Web servers

Cache
* Objects
« Assoc lists

Database
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* Assoc counts

TA
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Sharded by id
Servers -> read gps
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Sharded by id
Servers -> bytes
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TAO Design 1: One Tier with Sharding

Inefficient failure detection
* Many switch traversals

Webservers (BiEEEEEE
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Cache m P

Many open sockets
Lots of hot spots
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TAO Design 2: Multiple Caching Tiers

Web servers

Cache

Database
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Web servers

Cache

< » Distributed write
~—control logic _—

Database

v—@ndering herds l)

1. Complex distributed write 2. A lot of concurrentread 3. Make tradeoffs between

logic to handle to ensure or write go to the l[imiting the maximum
data correctness, MySQL server, for the tier size and scaling the
consistency same data cache
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Follower and Leader Caches

Web servers
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Write-through Caching - Association Lists

Web servers e -
LX=2Y
Follower cache ‘ .—_;:A;B,c -*-—;—,A;B,c
{7' X - Yﬁ
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Database X,.
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Write-through Caching - Association Lists
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Write-through Caching - Association Lists

Web servers s Tt v
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How to Scale out

Slave DB

1

Slave region 1

Slave DB
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Asynchronous DB Replication

Master data center

Web servers ———
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Improving Availability: Read Failover

Master data center | Replica data center
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Improving Availability: Read Failover
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Improving Availability: Read Failover

Master data center | Replica data center
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MySQL Architecture

Connection Management/security

SQL Parsing, execution and caching...

Heap NDB
MyISAM (In-Memory) Network DB
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InnoDB Architecture

Service Application
Handler API Embedded API
Transaction
Cursor/Row
'I'\'calir:mlsaction B-Tree ock
Page
Buffer

File Space Manager
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B Index Structure
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MySQL Architecture in FaceBook

Connection Management/security

SQL Parsing, execution and caching...

Heap NDB
MyISAM RocksDB (In-Memory) Network DB
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RocksDB Architecture

Memtable
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TAO Summary

- Separate cache and DB
- Graph-specific caching
- Subdivide data centers

Efficiency at scale
Read latency

- Write-through cache

Write timeliness L
- Asynchronous replication

Read availability - Alternate data sources
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