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• Low-rank label propagation algorithm on tensor product graph

• Sparse label propagation algorithm on tensor product graph
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• Experiments: Aligning multiple PPI networks, CT scans and DBLP data



Task description: examples

Enzyme data DBLP data

• Blue edges: within graph interactions
• Red edges: cross graph interactions

“John publish a reinforcement learning paper at ICML.” (Author: John, Paper: RL, Venue: ICML)

“Chemical compound (drug) A is targeting on protein B.” (Compound: A, Protein: B)

Liu, H., & Yang, Y. (ICML, 2016)



Task description: examples

• Aligning protein-protein 
interaction networks across 
species.

• Nodes are proteins

• Edges connect interacting 
proteins.

• The relations are evolutionary 
relations.



Task description: examples

• Align the same organ (color) across the CT scans of human body



Task description: definition

• Given:

• Individual graphs                                           .                                              

• A tensor                                   storing (parts of) the initial scores of the multi-
relations (tuples) between the nodes from different graphs.

• Task:
• Predict the scores of the unscored tuples.

• Correct the scores of the scored tuples based on the graph structures.



Task description: definition



Background: label propagation

Vector y

Zhou, Denny, et al. (NIPS, 2004)



Background: label propagation

• Objective function

• Closed-form solution



PageRank (random walk with restart)
• Define a Markov Chain to represent the web surfing jumping probability

• Start with a random page and take random walks.

• The stationary distribution of the Markov Chain gives the probability of 
stopping at a particular page (a good rank!)

• Label propagation is a very similar algorithm.



Background: tensor product graph (TPG)
Liu, H., & Yang, Y. (ICML, 2016)



Revisit the learning task 

• Given:

• Individual graphs                                           .                                              

• A tensor                                   storing (parts of) the initial scores of the multi-
relations (tuple) between the nodes from different graphs.

• Task:
• Predict the scores of the unscored tuples.

• Correct the scores of the scored tuples based on the graph structures.



Revisit the learning task 

• Task:
• Predict the scores of the unscored tuples = 
• Predict the labels of the unlabeled nodes of W.

• Correct the scores of the scored tuples based on the graph structures = 
• Correct the labels of the labeled nodes  of W based on the graph structures 

…



Revisit the learning task 



A simple simulation



A simple simulation



Scalability issue
• Iterative approach:

• Time complexity of one iteration 

• Space complexity

• Closed form solution:



Proposition 1: Low rank approximation of TPG

• Idea: 

Lemma.

Solved by eigenvalue 
selection method



Proposition 1: Low rank approximation of TPG

CompressionExpansion

• Time complexity: 
• Space complexity:



Experiment 1 – CT Scan Image Alignment

• 134 CT Scan images of size 512 x 512.

• Each image was segmented into regions (features).

• Sampled spots are aligned across the images.



Proposition 2: keep the tensor sparse
• Tensor becomes dense after every propagation step

• Adding L1-norm regularizer to keep the sparsity

• Apply FISTA (fast iterative shrinkage-thresholding algorithm)

where the step size

• Use METTM (Memory-Efficient Tensor Times Matrix) for matrix-
tensor multiplication



Experiment 2 – PPI Network Alignment

• PPI subnetworks of four species Human (HSA), Mouse (MMU), Fly 
(DME) and Yeast (SCE).

• Four pathways (subnetworks) are tested.

• Validation:
Checking the agreement of 
the alignment scores and the  
protein functional similarities 
returned by Gene Ontology 
(Consortium et al., 2015)



Experiment 2 – PPI Network Alignment



Experiment 2 – PPI Network Alignment



Future work: tensor decomposition

• Revisit objective function



Future work: tensor decomposition

• CPD form assumption



Experiment 3 – DBLP dataset

• 13823 Authors, 11372 papers 
and 10167 venues. 

• 12066 tuples. 

• Experiment setting: randomly 
sampling 0.1%, 1%, 5%, 10%, 
50% and 90% of tuples to be the 
training data. The rest are 
testing data.
Liu, H., & Yang, Y. (ICML, 2016)
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